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An Algorithm of Multi-Subpopulation Parameters
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Semiconductor Scheduling With
Constrained Waiting Time
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Abstract—Scheduling for wafer fabrication of advanced tech-
nology nodes entails complicated constraints such as limited
waiting times. Focusing on real settings, this paper aims to
develop a novel genetic algorithm of multi-subpopulation param-
eters with hybrid estimation of distribution (MSPHEDA) to
solve the present problem effectively and efficiently. To esti-
mate the validity of this approach, ten scenarios were simulated
on the basis of empirical data as the basis to compare the
performance of MSPHEDA and other heuristic methods for mini-
mizing makespan and reducing the total exceeded limited waiting
time. The results have shown practical viability of the proposed
approach.

Index Terms—Hybrid estimation of distribution, limited wait-
ing time constraint, multi-subpopulation, semiconductor manu-
facturing scheduling.

I. INTRODUCTION

SEMICONDUCTOR critical dimension shrinks rapidly
via advanced equipment driven by Moore’s Law [1].

Thus, semiconductor manufacturing continuously migrates
to advanced technology nodes that are increasingly
complicated [2]–[4]. Effective job scheduling to enhance
tool productivity and reduce production cycle time is
critical for maintaining competitive advantage [5], [6].
Mönch et al. [7] classified scheduling problems into six
types: batching problems, problems with auxiliary resources,
multiple orders per job problems, scheduling of cluster
tools, scheduling approaches for individual work areas, and
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job-shop problems. Indeed, the semiconductor manufacturing
scheduling problem (SMSP) is an expanded model of the
flexible job-shop scheduling problem (FJSP) that is more
complicated owing to additional constraints such as limited
waiting times [6]–[8]. However, few studies have addressed
the present problem for advanced wafer fabrication [7], [8].

As manufacturing contexts change rapidly, the scheduling
solution must be able to obtain a near-optimal solution within
a short time. This study aims to propose an efficient algo-
rithm that can obtain an effective solution with shorter limited
time than previous studies [6]–[8]. Conventional mixed-integer
linear programming (MILP) model cannot obtain a solution
quickly in practice [9]. Metaheuristics have been developed
to solve the scheduling problems. However, as the con-
straints increase, the efficiency of metaheuristics may be
affected [10].

Considering limited waiting time constraints in real settings,
this study aims to develop a novel genetic algorithm of
multi-subpopulation parameters with hybrid estimation of dis-
tribution to solve the SMSP effectively. The present SMSP
is a single stage scheduling problem for unrelated parallel
machines with dedications. The proposed approach is validated
via simulations of ten scenarios on the basis of realistic ion
implantation process data and practical manufacturing situa-
tions including those related to process defects, new products,
ramping up, urgent jobs from customers, and abnormal events
in advanced fabs. The results have shown practical viability
of the proposed approach.

The rest of this paper is organized as follows: Section II
reviews related studies on the SMSP and evolutionary algo-
rithms. Section III formulates an MINLP model of the
present problem. Section IV presents the proposed algorithm.
Section V compares the proposed method with existing meta-
heuristics via simulations of different scenarios for validation.
Section VI concludes with a discussion of contributions and
future research directions.

II. LITERATURE REVIEW

A. SMSP

Mathematical programming models have been developed
to solve scheduling problems. For instance, Jia et al. [11]
proposed a slack-based mixed-integer programming model
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for the scheduling of reentrant batch-processing machine
with incompatible job families in wafer fab. However,
their study considered only up to eight job families.
Klemmt and Mönch [12] addressed the SMSP as a flow-shop
scheduling problem (FSP) with waiting time constraints and
proposed a mixed-integer programming model with a schedul-
ing and decomposition approach. They considered the time
constraints across several stages that can be nested. However,
it is hard to estimate the waiting time between different
stages and thus accurately handle the SMSP between sev-
eral stages for modern Giga-fabs. For a medium-size problem,
Aguirre et al. [13] developed an MILP model for wet-etch
operation scheduling that can achieve near-optimal solutions
within reasonable time. Yan et al. [14] used a branch-and-cut
method with convex hull analyses for two-phase lithography
machine scheduling that can obtain near-optimal solutions
within reasonable time. Jung et al. [15] integrated an MILP
model into a real-time dispatcher for diffusion process schedul-
ing with time window constraint. Since it will take several
hours for MILP model to obtain an optimal solution for the
full size problem, they firstly assigned a small number of runs
to the tools to reduce the problem scope and then extended the
solutions during several iterations. However, this study only
compared the proposed MILP with historical dispatching rule,
without comparing with other heuristics that can schedule all
the jobs at one time.

Simulation has been employed to determine scheduling
rules. Qiao et al. [16] simulated a minifab and employed
a hierarchical colored timed Petri net and an extended genetic
algorithm for scheduling. However, simulation approaches
have limitations in real settings of modern Giga-fabs.

Evolutionary algorithms [17] have been developed to
address the large-size SMSP. For example, Wu and Chien [18]
developed a GA for the scheduling of semiconductor final test-
ing and implement it in practice. Song et al. [19] developed
an ant colony optimization to minimize the total unsup-
ported demand and machine conversion time of a bottle-
neck station in semiconductor assembly and testing facilities.
Driessel and Mönch [20] considered the constraints of parallel
machines, sequence-dependent setup times, and the prece-
dence and ready time of jobs, and proposed a variable
neighborhood search approach to minimize the total weighted
tardiness. Chien et al. [21] developed an evolutionary approach
for the rehabilitation patient scheduling that is a hybrid shop.
Dauzere-Peres and Mönch [22] used a random key genetic
algorithm to solve a single-machine batch scheduling for
diffusion.

Attar et al. [23] solved a multi-objective hybrid flexi-
ble flow shop (HFFS) problem considering limited waiting
times and machine setup time constraints. However, their
study assumed no machine breakdowns and maintenance and
negligible transportation time between stages and unlimited
intermediate storages that are not realistic in a practice.
Moreover, unlike HFFS, the SMSP is an FJSP in which each
job has different routes with reentrant processes. Indeed, few
studies have addressed the SMSP with practical constraints
such as limited waiting time constraints. Chien and Chen [8]
developed a batch sequencing genetic algorithm to solve the

scheduling of oxide-nitride-oxide (ONO) stacked film fabrica-
tion processes, with consideration of waiting time constraints,
frequency-based setups, and capacity preoccupation.

B. EDA

Unlike the crossover and mutation in conventional GA, the
EDA [24] produces a population over multiple generations
to obtain improved solutions, via acquiring the probability
distribution from current elitist solutions and sampling new
solutions based on the probability distribution. After sampling,
the probability distribution evolves with previous probability
distribution and current elitist solutions. According to variable
dependency, the EDA can be classified as univariate, bivariate,
and multivariate distribution models. The population-based
incremental learning [25] and univariate marginal distribution
algorithm [26] belong to the univariate distribution model.
Mutual information maximization for input clustering [27]
and bivariate marginal distribution algorithm [28] belong
to the bivariate distribution model. Bayesian optimiza-
tion algorithm [29] belongs to the multivariate distribution
model.

Since EDA adapts and evolves from improved solutions
and probability distribution, EDA is more statistically valid
than conventional GA to obtain superior solutions [30], [31].
However, the EDA has limited exploitation ability [32]. Thus,
a number of studies have integrated EDA with local search
methods to enhance its exploitation ability. For example,
Wang et al. [32] divided one population into two subpopu-
lations to perform a local search independently, and combined
two subpopulations when no improvement occurred for spe-
cific generations. Gao et al. [33] used two types of bottleneck
shifting methods for neighborhood search. Gao et al. [34]
proposed the variable neighborhood descent algorithm for
the FJSP. The EDA has been applied to various prob-
lems such as FJSP [30], FSP [35], single-machine scheduling
problem [36], traveling salesman problem [37], and multiob-
jective resource-constrained project scheduling [38]. However,
few studies have employed the EDA to address the SMSP.

III. MIXED-INTEGER NONLINEAR PROGRAMMING MODEL

A. Characteristics of the SMSP

An MINLP model is formulated for the present problem
with the following constraints:

1) Limited Waiting Time Constraints: The advanced wafer
fabrication consists of processing stages with limited wait-
ing time constraints. For example, the nitride layer should
be deposited within a strictly defined waiting time after the
polysilicon oxide layer is deposited since the surfaces of
polysilicon oxide and nitride layers are unstable [7].

2) Machine Status and Recovery Time Constraints: The
machine status changes rapidly due to scheduled preven-
tive maintenance or abnormal shutdown, while equipment
engineers will repair and recover it for rescheduling.

3) Different Processing Times for Jobs in Different
Machines: One job contains at most 25 wafers in one lot with
a specific recipe by a machine containing the conditions such
as temperature, pressure, humidity, and the chemical elements.
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TABLE I
DATA FORM OF THE SMSP

Different jobs fabricated with the corresponding recipes in
different machines have different processing times.

4) Different Setup Time Between Jobs: The machine
requires a setup time between the jobs with different recipes.

5) Different Arrival Time: The jobs being processed in
the previous stage that will arrive in the near future and the
jobs queued in this stage are considered in the forthcoming
schedule.

Table I lists the data of an example in fab. One job rep-
resents a number of wafers in a lot in the front opening
unified pod (FOUP). A FOUP may contain different numbers
of wafers up to the full capacity of 25 wafers. The process-
ing time of each job is affected by the number of wafers, the
recipes, and the machines. The more wafers in a job, the longer
processing time required. Each job is conducted by a recipe.
The weighting of a job is assigned based on its importance for
production control. The arrival time indicates the job arriving
time at this stage.

B. MINLP Formulation

Keha et al. [39] modeled a single machine scheduling prob-
lem and Unlu and Mason [40] modeled a parallel machine
scheduling problems as both sequence position based and time
indexed based. The sequence position based formulation with
binary decision variables xijk that are 1 if job j is on position
i on machine k, to avoid the nonlinearity with two multiplied
decision variable. This study considers real constraints such
as job arrival time, machine recovery time, and limited wait-
ing time, in which the time indexed based formulation with
two multiplied decision variable, job weight and job comple-
tion time can handle these constraints directly. To estimate
the validity of the proposed approach, an MINLP model was
formulated considering the constraints of operation allocation,
process time, machine recovery time, machine capacity, job
arrival time, limited waiting time, and setup time to optimize
the allocation and sequencing of jobs. The indices, parameters,
and decision variables are listed as follows:

Indices:
i, k index of jobs, i, k = 1, 2, . . . , n
j index of machines, j = 1, 2, . . . , m

Parameters:
n total number of jobs
m total number of machines
ωi priority of job i
pij processing time of job i in machine j
sik setup time between job i and job k
ai arrival time of job i
trj recovery time of machine j

twi limited waiting time of job i
P penalty function when exceeding the limited waiting

time
w coefficient of penalty function
M a large positive integer number
Ej the set of jobs that can be processed in machine j,

i.e., the available jobs for machine j.

Decision variables:
xij xij = 1 if job i is processed in machine j; otherwise,

xij = 0
tbij process beginning time of job i in machine j

tcij process completion time of job i in machine j
zikj zikj = 1 if job i precedes job k, which are both

processed in machine j; otherwise, zikj = 0
Tw

i total time of job i exceeding twi
The objective function (1) is to minimize the weighted

sum of completion time for all the jobs and the penalty of
total exceeded limited waiting time for all jobs. Since dif-
ferent jobs have different priority, the domain experts set
the objective as job weight multiplied by job completion
time to ensure early processing of urgent jobs. A number
of multiobjective approaches such as Non-dominated Sorting
GA-II (NSGA-II) [41] and NSGA-III [42] can be employed.
Based on realistic needs, this study combined two objectives
into a single objective with a penalty P when limited wait-
ing time constraints are violated [43]. In practice, minimizing
the total exceeded time of the limited waiting time is more
important than minimizing the weighted sum of completion
time. However, the fabs need to follow a schedule, even when
some jobs violate limited waiting times. This study models
the penalty as soft constraint to avoid infeasible solutions.
Objective function:

MinimizeZ =
n∑

i=1

m∑

j=1

ωit
c
ijxij + P (1)

subject to
1) Operation Allocation Constraints:

m∑

j=1

xij = 1, ∀i (2)

xij ∈ {0, 1}, ∀i, j (3)

where xij is a binary variable that assigns each job i to
machine j, where each job i will be processed in only one
machine j.

2) Process Time Constraints:

tbij + pijxij = tcij, ∀i ∈ Ej (4)

tbij, tcij ≥ 0, ∀i, j (5)
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Equation (4) is the process time constraint that determines
the process beginning time of each job i, where its process
beginning time plus processing time should equal to its com-
pletion time in each machine. Equation (5) restricts the process
beginning time and completion time of each job i to greater
than or equal to zero (i.e., nonnegative restriction).

3) Machine Recovery Time Constraints:

tbij + M
(
1 − xij

) ≥ trj , ∀i ∈ Ej (6)

Equation (6) restricts the process beginning time of each
job i in each machine j to be greater than or equal to the
recovery time of machine j. In other words, one job can be
processed in the machines that are recovered.

4) Machine Capacity Constraints:

tbij + pijxij − M
(
1 − zikj

) ≤ tbkj, ∀i, k ∈ Ej, i �= k (7)

tbkj + pkjxkj − M
(
1 − zkij

) ≤ tbij, ∀i, k ∈ Ej, i �= k (8)

zikj + zkij = xij ∗ xkj, ∀i, k ∈ Ej, i �= k (9)

zikj ∈ {0, 1}, ∀i, k, j (10)

Equations (7) to (10) define all the preceding constraints for
job i and job k. In other words, one machine can process only
one job at a time.

5) Job Arrival Time Constraints:

tbij + M
(
1 − xij

) ≥ ai, ∀i ∈ Ej (11)

A job can be processed in a machine only when the job
has arrived. Equation (11) restricts the beginning time of each
job i in machine j to be greater or equal to the arrival time of
job i.

6) Limited Waiting Time Constraints:

Tw
i = max

{
tcij − twi , 0

}
, ∀i ∈ Ej (12)

P = w
n∑

i=1

Tw
i (13)

The total exceeded time of job i equals its completion time
in machine j minus the limited waiting time of job i; otherwise,
the total exceeded time of job i equals zero, as in (12), which
is a soft constraint. If (12) is violated, the objective value will
have a penalty to minimize the total exceeded time, as in (13).
The coefficient of penalty function w can be determined based
on realistic needs.

7) Setup Time Constraints:

tbij + pijxij + sik − M
(
1 − zikj

) ≤ tbkj, ∀i, k ∈ Ej, i �= k (14)

tbkj + pkjxkj + ski − M
(
1 − zkij

) ≤ tbij, ∀i, k ∈ Ej, i �= k (15)

The setup time is different between different jobs. A job
can be processed only after the machine is set up.
Equations (14) and (15) show that the process completion time
of job i plus the setup time between job i and subsequent job k
should be less than or equal to the beginning time of job i in
each machine j.

Fig. 1. Procedure of the MSPHEDA.

Fig. 2. Chromosome representation.

IV. MULTI-SUBPOPULATION PARAMETERS WITH HYBRID

ESTIMATION OF DISTRIBUTION ALGORITHM

To solve the SMSP effectively and efficiently, the proposed
algorithm of multi-subpopulation parameters with hybrid
estimation of distribution (MSPHEDA) designed chromo-
some representation, a decoding procedure, and a univariate
EDA model combining cooperative subpopulation with param-
eter settings and a local search mechanism as shown in Fig. 1.

A. Chromosome Representation

The designed chromosome consists of two parts, in which
a random key sequencing [44] is employed in both parts. Part I
represents the machine assignment, where the length is the
number of jobs, and each gene represents each job on the
same site. For each gene, an integer number from one to
total number of machines m is used to assign each job to
its available machines. The relationship between the chromo-
some and gene is shown in Fig. 2. However, each job is not
available for every machine. To avoid infeasible solutions of
machine assignment, the integer number does not represent
the number of machines to be assigned, and is thus normal-
ized between zero and one for decoding. The reason for using
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Fig. 3. Example of machine assignment.

an integer number instead of a random number between zero
and one is because the appearance time of every integer in the
EDA probability model is calculable. Part II represents the job
sequence, where the length of the chromosome is the number
of jobs, and each gene represents the sequence processing in
the same machine. Each gene is produced by a random number
from zero to one that determines the job sequence according
to the genes in Part II.

B. Initialize the Probability Matrix and Initial Population

All genes in Part I are independent and thus univariate
EDA model can be used to save computational time. An
element Pij(t) of the probability matrix P(t) represents the
probability of job i assigned to machine j. Equation (16)
initializes the probability matrix P(t), representing the uni-
form distribution of job assignments. The initial population is
generated as follows:

Pij(1) = 1/m, ∀i, j (16)

C. Decoding Procedure and Evaluation

Each gene is decoded by assigning each job to its available
machines. For example, there are five jobs and ten machines in
Table I. For Job 1, there are six available machines; the prob-
ability of assigning Job 1 to each machine is 1/6 = 0.1667.
Equation (17) normalizes the gene number gi in part I of the
chromosome to a normalized number Nori between zero and
one to assign its available machines. In this example, the total
number of machines m is ten. If the gene number of Job 1 is
three, it can be normalized to 0.272 by (17) to assign Job 1
to Machine 4 through roulette wheel selection in Fig. 3.

Nori = gi/(m + 1), ∀i (17)

When the machine assignment is complete, the genes in
part II are used to prioritize the processing sequence of the jobs
in the same machine. After the machine assignment and job
sequencing, the jobs are arranged into a timetable to determine
the process beginning time for all the jobs. The following
constraints are considered to ensure that the processing time
of each job is feasible.

Fig. 4. Example of inserting jobs into a previous idle time interval.

1) Machine Recovery Time: All jobs can be arranged only
after the machine available time, as shown in (6).

2) Arrival Time of Each Job: All jobs are arranged after
their arrival time; if no jobs arrive at a specific time, the
machines will be idle to wait for jobs, as shown in (11).

3) Setup Time Between Jobs: All jobs can be processed
only after the machines are set up. Therefore, one job will be
arranged after the completion time of its previous job plus the
setup time between them, as shown in (14) and (15).

4) Inserting Jobs Into the Idle Time Interval Between
Previous Jobs: As illustrated in Fig. 4, assume that a long
setup time exists between Jobs 1 and 2. If the jobs after Job 2
can be inserted in this interval, the machine idle time can be
reduced and the machine utilization can be enhanced. All the
inserting conditions of all the jobs in all the machines are con-
sidered to complete the decoding procedure. Job 3 cannot be
inserted because its process time is longer than this interval,
while Job 4 can be inserted since the summation of the setup
time between Jobs 1 and 4, its process time, and the setup
time are shorter than this interval.

D. Parameter Settings in Each Subpopulation

The multi-subpopulation employs several subpopulations to
prevent a single population from jumping into local optima.
These subpopulations evolve separately and are cooperated
with each other after certain generations [45].

For the present problem, efficiency is critical for imple-
menting the algorithm in real settings. Thus, the proposed
MSPHEDA employs different parameters in each subpopula-
tion to enhance efficiency. Numerous studies have shown that
a high crossover rate and high elitist selection lead to rapid
convergence [10]. However, a high mutation rate and high
rank selection cause the solution to diversify and converge
slowly [25]. The proposed approach can balance the global
search ability and local search ability in each subpopulation.
For Subpopulation 1, a high crossover rate and low mutation
rate with high elitist selection and low rank selection are used.
For Subpopulation 2, a middle crossover rate and middle muta-
tion rate with middle elitist selection and middle rank selection
are used. For Subpopulation 3, a low crossover rate and high
mutation rate with low elitist selection and high rank selection
are used.

E. Select the Superior Subpopulation

The superior subpopulation is firstly selected to calculate
the superior appearance matrix A(t) as in (18) to calculate the
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Fig. 5. Two-cut points crossover in part II of the chromosomes.

appearance time of each gene from the superior population.
SP denotes the total number of superior populations. δs

ij is an
indicator vector of superior population s.

Aij = 1

SP

SP∑

s=1

δs
ij, ∀i, j

where

δs
ij =

{
1, if job i assigns to position j of total machines
0, otherwise

(18)

F. Update the Probability Matrix

Equation (19) is used to update the probability matrix for
the next generation P(t + 1) that is the weighted sum of the
probability matrix P(t) and superior appearance matrix A(t),
where α is the weight of Aij(t) for the learning rate of the
superior population.

Pij(t + 1) = (1 − α)Pij(t) + αAij(t), ∀i, j,

where

0 ≤ α ≤ 1 (19)

G. Create New Part I and Part II Offspring

The EDA creates new offspring by sampling from the prob-
ability matrix. For each gene in part I of the chromosome, the
roulette wheel is used to sample an integer number from prob-
ability matrix P(t + 1). However, the univariate EDA model
cannot be used in part II of the chromosome since its genes
are not integer numbers. Two-cut points crossover to generate
new offspring that randomly select two chromosomes and two
cutting points to cut each chromosome into three segments,
and then exchange every gene in the middle segment between
the two chromosomes, as shown in Fig. 5.

H. Create New Offspring by Mutation

A probability model and updating mechanism perform
effectively in early generations. However, when the solution
falls into local optima in later generations, all the populations
may become identical. It is difficult to leave local optima only
by sampling from a probability matrix or by crossover. Thus,
two-cut point mutation is used by randomizing one gene in

each part of the chromosome to assist the current solution
jumping out of local optima to enhance solution quality.

I. Produce Superior Subpopulation for the Next Generation

After evaluating the new offspring, the next subpopulation
is produced from the offspring and current subpopulation. The
improved solutions are updated to the next generation. Percent
of elitist selection PES and percent of rank selection PRS are
used. Elitist selection reserves the current optimal solutions
from the superior subpopulations, thereby ensuring the con-
tinuous improvement of the solution and also maintaining the
convergent speed. Rank selection selects the solutions from
nonelitists to maintain the diversity of the subpopulations.
That is, the MSPHEDA maintains the exploitation abil-
ity via elitist selection and the exploration ability via rank
selection.

J. Local Search

The proposed approach designed local search mechanism to
enhance the EDA exploitation ability [32] as follows.

1) Beginning Time: When the solution does not improve
for consecutive TLS generations, all the chromosomes become
identical and thus cannot generate different new offspring.
Thus, a local search mechanism will be initiated to diversify
the chromosomes to possibly enhance the solutions.

2) Identifying the Critical Machine: The critical machine
is the largest objective value among all the machines with
the largest loading. When switching one job from the critical
machine to another feasible machine, the objective value Z
in (1) is likely reduced.

3) Switching the Machine Assignment and Job Sequence:
Select one job from the critical machine, assign it to another
feasible machine, and replace its job sequence with a random
number between zero and one.

4) Stopping Criteria: Retain the obtained superior solution
and select the next job in the critical machine until all the jobs
have been selected.

K. Exhaustive Local Search

In later generations, all the chromosomes may converge,
causing the solutions into local optima. When the superior
solution is not improved for consecutive TELS generations,
where TELS is greater than TLS indicating a local search
without improvement, an exhaustive local search should
be used.

The term “exhaustive” means to select one job at one time
from the first job to the last job, assign it from Machine 1 to
machine m, and randomly generate its job sequence to assess
whether it obtains an enhanced solution. When an enhanced
solution is obtained, retain it and continue to assess other
machine assignments and job sequences until all the jobs have
been searched. Although an exhaustive local search is time
consuming, it is an effective mechanism to find an improved
solution at a later stage. When all the solutions have been
searched, the current optimal solution will be replaced into
other subpopulations to ensure that all the subpopulations are
searched on the basis of the current optimal solution.
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Fig. 6. Example of coordinating two chromosomes between three
subpopulations.

L. Coordinate Chromosomes Between Subpopulations

In conventional metaheuristics, using only one popu-
lation may converge into local optima. The proposed
MSPHEDA employs a multi-subpopulation Npop in which each
subpopulation evolves independently to increase diversity.
During specific generations TEX, the best top Nbest chromo-
somes in each subpopulation are selected. After sorting the
solutions of Nbest ∗Npop chromosomes, the Nbest chromosomes
replace the chromosomes of each subpopulation. Fig. 6 illus-
trates an example with Npop equal to three and Nbest equal
to two. After incorporating the superior chromosomes, each
subpopulation evolves continuously for TEX generations.

V. VALIDATION

To validate the proposed MSPHEDA, several small-scale
problems and a large problem in a real setting were employed
for comparison. For the small problems, the LINGO soft-
ware was used to solve the formulated MINLP models to
obtain the optimal solutions for comparison with those of
the proposed MSPHEDA. For the large problem in real
setting, the MSPHEDA was compared with other metaheuris-
tics such as the GA, particle swarm optimization (PSO),
artificial bee colony (ABC), and EDA. Each simulation was
implemented using C++ program on Windows 7 X64 with
Intel(R) Xeon(R) CPU E3-1230-V2 at 3.30GHz and an 8 GB
RAM processor.

A. Experimental Result of Small Problems

The following five small problems were designed for com-
parison: Problem 1 has seven jobs and three machines;
Problem 2 has ten jobs and three machines; Problem 3 has
ten jobs and five machines; Problem 4 has 15 jobs and three
machines; and Problem 5 has 15 jobs and five machines.

Equation (20) defines the optimality gap to denote the devi-
ation percentage of the solution of the MSPHEDA from the
optimal solution of the MINLP obtained using LINGO:

Optimality gap(%) = MSHEDA − MINLP

MINLP
× 100% (20)

TABLE II
RESULT OF LINGO AND THE MSPHEDA

TABLE III
EXAMPLE DATA OF TEN JOBS AND THREE MACHINES

Fig. 7. Gantt chart of the example of ten jobs and three machines.

Domain experts determine that the setting of w equals to
1000 in (13) for both MINLP and MSPHEGA. The remain-
ing parameters of MSPHEDA are identical to those listed in
Table IX. Table II lists the objective value, optimality gap, and
CPU time of LINGO and the MSPHEDA. The CPU time of
LINGO is more than 8 hours in Problems 1, 2 and 3. The
MSPHEDA obtains the same solutions within 2 seconds. In
Problems 4 and 5, LINGO cannot obtain the optimal solution
within 1 day.

Table III shows the example data of ten jobs and three
machines. Without loss of generality, all ten jobs are 25 pieces,
arriving at time 0, with the same limited waiting time of
120 minutes. M denotes a large processing time to prevent
the jobs being processed in unavailable machines. The setup
time between two jobs with different recipes is 10 minutes.

For the example in Table III, both the MINLP and
MSPHEDA obtain the same optimal solution shown in
Table II. Fig. 7 illustrates the Gantt chart of the optimal
scheduling result. Identical backgrounds of the jobs indi-
cate identical recipes. Jobs 10, 9, 1, and 2 are processed in
Machine 1 because they all use Recipe A. Jobs 6, 4, 5, and 7
are processed in Machine 2 since they all use Recipe B.
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A 10 minute setup time exists between Job 8 and 3 in
Machine 3 with different recipes.

The job with a higher weight divided by a shorter processing
time has a higher priority on the same machine. For example,
in machine 1, Job 10 (10/22 = 0.833) has a higher priority
than Job 9 (9/31 = 0.29); Job 9 has a higher priority than
Job 1 (1/6 = 0.167); and Job 1 has a higher priority than Job 2
(2/21 = 0.095). The result is the same for Machines 2 and 3.

B. Experimental Design of Practical Problems

The proposed MSPHEDA was validated in a realistic project
sponsored by a leading semiconductor manufacturing company
in Taiwan. The data was collected from an ion implanta-
tion process. For confidentiality, all the continuous empirical
data such as processing times, setup times, and weights are
fitted and transformed with normal distribution N(μ, σ 2), and
all the discrete empirical data such as recipes, number of
pieces, and available machines are fitted and transformed
with Bernoulli distribution. Without loss of generality, all the
specific terms regarding the machines, jobs, and recipes are
replaced by general terms. The following practical scenarios
were investigated.

1) Normal Situation: Scenario 1 denotes a normal case in
fab. Normal machine breakdown and maintenance rates are
10%, and these machines are repaired by equipment engineers
and returned to production within a specific time.

2) Process Defect Effect: Scenarios 2, 3, and 4 exhibit
a severe process defect in the previous stage, causing all the
jobs to stack up and queue for a long time. The process defect
effect reduces the remaining waiting time and increases the
concentrated job arrival time, causing it to exceed that of
the normal situation, thereby increasing constraints for the
scheduling problem.

Scenario 2 assumes that the jobs that arrive at this stage
have a shorter remaining waiting time than that of the normal
situation. In particular, the remaining waiting time of each job
is set as 60 minutes. Thus, each job should be processed within
60 minutes or it will become a defect.

Scenario 3 assumes that all the machines are prohibited pro-
ducing any jobs until the defect is removed. The arrival time
has half the standard deviation of that in the normal situation,
causing the jobs to arrive in an increased concentrated time.

Scenario 4 combines Scenarios 2 and 3, while the remaining
waiting time of each job is 60 minutes when it arrives, and
each job has half the standard deviation of the arrival time
compared with the normal situation.

3) Machine Process Time Effect: Scenario 5 assumes that
the variation of the machine process time is double that of
the normal situation. That is, advanced machines are released
for production, creating a diverse process time between the
existing and newly released machines. In other words, new
machine selection and installation affect the scheduling and
production.

4) Urgent Jobs Effect: Scenario 6 enhances the mean pri-
ority of 30% of the jobs to be five times greater, reflecting
the surge in demand of critical customers. With the shorten-
ing product life cycle of consumer electronics, the proposed

scheduling algorithm should address the needs of super-hot
lot to reduce the time-to-market and satisfy customer needs to
enlarge the market share.

5) New Product Effect: Scenario 7 extends double recipes
for the ramping up of new technologies and new machines,
causing the setup times to increase between jobs. The proposed
scheduling algorithm should reduce the setup time to enhance
the machine utilization and reduce the production cycle time.

6) New Fab Ramping Up Effect: Scenario 8 considers new
fab ramping up with the mean priority of 30% of the jobs to
be five times greater with double recipes for new technologies
and new machines compared with the normal situation. For
a new ramping fab, there is more super-hot lot to test new
processes and new machines to enhance the yields of new
products. Therefore, more recipes exist for these new products
and new machines.

7) Abnormal Events Effect: Scenario 9 considers abnormal
events such as earthquakes and power and gas supply inter-
ruptions; this causes several machines to become unavailable,
and the unavailable rate increases to 20%.

8) Least Favorable Situation: Scenario 10 is the worst case
that has all the considerations of Scenarios 2 to 9 to address
all the possible constraints in fab to assess the performance of
the proposed algorithm.

C. Experimental Result of Practical Problems

The ten aforementioned scenarios consider a practical prob-
lem of 500 jobs and 71 machines, in which more than
17.8 million decision variables are considered in the formu-
lated MINLP model, subjected to more than 35.6 million
constraints. Thus, the scenarios cannot be solved to obtain the
optimal solution within a reasonable time. Since the heuristics
can obtain only the near optimal solutions of the large prob-
lem within a reasonable time, each scenario was repeatedly
performed ten times with the same testing data to com-
pare the average performance of all the heuristic algorithms.
Since online scheduling requires a satisfactory solution within
3 minutes, each run should stop at 3 minutes.

To estimate the validity, three conventional metaheuristics
were compared: the GA [10], PSO [46], and ABC [47]. In this
study, GA uses the same chromosome representation, two-cut
points crossover, and two-cut points mutation as MSPHEDA in
Section IV. Two-cut points mutation randomizes one gene in
each part of the chromosome. PSO uses one particle to rep-
resent one solution in optimization problem. Many particles
exist simultaneously to simulate the swarm path by record the
current position, local best position, global best position and
current velocity to determine the velocities and the positions
for next iteration. ABC used the food source position to rep-
resent one solution. The onlooker bee will choose the new
food by the probability value calculated from fitness value.
The bees will search for new candidate food position based
on current position and a random number direction.

Indeed, the parameter setting of the GA is the same as
GA_H in Table VI, where PES is the percent of elitist selection,
PRS is the percent of rank selection, pc is the crossover rate
and pm is the mutation rate. The chosen numbers of these
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TABLE IV
MEAN OF OBJECTIVE FOR THE TEN SCENARIOS

OF THE GA, PSO, AND ABC

TABLE V
MEAN OF THE TOTAL EXCEEDED LIMITED WAITING

TIME OF THE GA, PSO, AND ABC

parameters are determined based on trial and error on a small
set of problem instances. The parameter setting of PSO is that
the population size equals to 100, global acceleration constant
equals to 2 and local acceleration constant equals to 2 [46].
The parameter setting of ABC is that initial population equals
to 50, population size equals to 100 and random number
between [−1, 1] [47]. Table IV shows that the GA improved
the PSO by 41% and the ABC by 43% for the average objec-
tives of the ten scenarios. In addition, the GA reduced 46% of
the total exceeded limited waiting time in the PSO and 49% in
the ABC, as shown in Table V. Therefore, this study attempted
to improve the proposed algorithm from the GA to EDA as
follows.

TABLE VI
PARAMETER SETTINGS OF GAS AND THE MSPGA

The GA fairly outperforms PSO and ABC. Thus,
this study improved GA with the proposed MSPGA
(Multi-subpopulation Parameters with Genetic Algorithm)
to determine the different parameters. Subsequently, GA_H
was designed with a high crossover rate and low muta-
tion rate. GA_M was designed with a medium crossover
rate and medium mutation rate. GA_L was designed with
a low crossover rate and high mutation rate. In the pro-
posed MSPGA, three subpopulations exist with the same
parameter settings as GA_H, GA_M, and GA_L. In GA_H,
GA_M, GA_L and MSPGA, the same chromosome represen-
tation, two-cut points crossover and two-cut points mutation
as MSPHEDA were used. Table VI shows the parameter set-
tings of GAs and the MSPGA. Table VII shows the mean
and standard deviation of the objective values of GAs and the
MSPGA, with the improvement rates of the MSPGA com-
pared with those of GAs. In particular, the MSPGA has more
than 8% improvement in the objective mean than three GAs.
The MSPGA has 71% improvement in the standard devia-
tion than three GAs. The results showed that the proposed
MSPGA can effectively improve GA with the same param-
eters. Table VIII shows the total exceeded limited waiting
time to analyze the constraint of limited waiting time. The
MSPGA obtains the least total exceeded limited waiting time
than GAs, in Scenarios 2, 3, 4 and 10. The MSPGA reduces
more than 16% average total exceeded limited waiting time
and more than 9% standard deviation of the total exceeded
waiting time.

To enhance the conventional EDA, the authors firstly pro-
posed Hybrid Estimation of Distribution Algorithm with
Multiple Subpopulations (HEDA-MS) [48] that can outper-
form the EDA and GA. HEDA-MS used the same chro-
mosome representation, initializing the probability matrix,
initial population, decoding procedure, evaluation, creating
new offspring and local search mechanism as MSPHEDA.
HEDA-MS used fuzzy logic controller (FLC) [49] to deter-
mine the crossover rate and mutation rate, in which FLC
increases the crossover rate and decreases mutation rate
when the fitness from crossover offspring performs well.
On the other hand, FLC decreases the crossover rate and
increases mutation rate when the fitness from mutation off-
spring performs well. This study improves the HEDA-MS
as MSPHEDA by using different parameter settings in
each subpopulation to replace FLC. Also, the MSPGA was
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TABLE VII
MEAN OF OBJECTIVE FOR TEN SCENARIOS

BETWEEN THE GAS AND MSPGA

TABLE VIII
MEAN OF THE TOTAL EXCEEDED LIMITED WAITING TIME FOR

TEN SCENARIOS BETWEEN GAS AND THE MSPGA

extended to the MSPHGA (Multi-subpopulation Parameters
with Hybrid Genetic Algorithm) with two proposed local
search mechanisms. MSPHGA used the same chromosome
representation, two-cut point crossover, two-cut point mutation
and three subpopulations as MSPGA. Thus, MSPHGA and
MSPHEDA were compared with the same parameter settings.

Table IX shows different PES, PRS, pc, and pm settings
among HEDA-MS, MSPHGA, and MSPHEDA. In MSPHGA
and MSPHEDA, a high crossover rate with low elitist selec-
tion was set for Subpopulation 1, a medium crossover rate
with medium elitist selection was set for Subpopulation 2,
and a low crossover rate with high elitist selection was set for
Subpopulation 3. The proposed approach can maintain both
exploration and exploitation abilities in each subpopulation.

Table X shows the mean objectives of the HEDA-MS,
MSPHGA, and MSPHEDA among the ten scenarios. The
proposed MSPHEDA improves 4% of the mean and 51%
of the standard deviation comparing with the HEDA-MS, on
average. The MSPHEDA also improves 31% of the mean and

TABLE IX
PARAMETER SETTINGS OF THE HEDA-MS, MSPHGA, AND MSPHEDA

TABLE X
MEAN OF OBJECTIVE AND EXECUTED SOLUTIONS FOR TEN SCENARIOS

AMONG THE MSPHGA, HEDA-MS, AND MSPHEDA

92% of the standard deviation compared with the MSPHGA,
on average. The proposed MSPHEDA can generate superior
solutions compared with the HEDA-MS and MSPHGA.

Table XI shows that the MSPHEDA can obtain 6% and 50%
less total exceeded limited waiting time than the HEDA-MS
and MSPHGA can, respectively. The proposed MSPHEDA has
robust performance than the HEDA-MS and MSPHGA.

Fig. 8 shows the box plots of the mean objective values of
the HEDA-MS and MSPHEDA for Scenarios 1 to 10, indicat-
ing that the proposed MSPHEDA has smaller mean values and
the significantly smaller standard deviation, indicating crucial
stability in practice.

D. Experimental Result of Academic Instances

Five instances are designed for medium size problems.
Each instance contains 50 jobs assigning to 15 machines.
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TABLE XI
MEAN OF THE TOTAL EXCEEDED LIMITED WAITING TIME FOR TEN

SCENARIOS AMONG THE MSPHGA, HEDA-MS, AND MSPHEDA

Each data is generated from the same distribution of practical
data. Instance 1 is the normal case. Instance 2 generates the
mean of the machine process time double that of the normal
situation. Instance 3 assumes that the mean of the limited wait-
ing time is 80% that of the normal situation. Instance 4 doubles
the number of recipes from the normal situation. Instance 5
combines all the considerations of Instance 1 to 4.

The parameter settings of all the algorithms are iden-
tical to the setting for practical problems in Section V-C.
Tables XII and XIII show the experimental results for the nine
algorithms. MSPHEDA performs the best among the others
for both the mean of the objectives and the mean of the total
exceeded limited waiting time. MSPHEDA improves 3% of
the mean and 23% of the standard deviation compared with
the HEDA-MS.

E. Discussion

The proposed approach designed the parameter settings can
outperform three GAs. The effectiveness of the proposed local
search mechanisms was validated. Tables VII and X showed
20% improvement from MSPGA to MSPHGA, on average.

Moreover, the MSPHGA can be enhanced to the
MSPHEDA that can obtain 31% improvement and 45% more
solutions comparing to the MSPHGA with the same parameter
setting in Table X. Since the EDA samples new solutions on
the basis of a probability matrix, the CPU execution speed is
faster than the crossover in GA. Thus, the EDA embedded in
MSPHGA can obtain better solutions in a global search than
conventional GA.

Finally, the performance between the HEDA-MS and
MSPHEDA was compared. The FLC in the HEDA-MS is
effective in obtaining improved solutions since it can auto-
matically set pc and pm. However, it is time consuming to
obtain suitable pc and pm. The proposed MSPHEDA can
set different parameters of pc, pm, PES, and PRS in each

Fig. 8. Box plot of ten scenarios.

subpopulation to save the calculation time and thus effectively
improve the executed solutions by 3% on average. Table X and
Fig. 8 showed MSPHEDA obtains a 51% smaller standard
deviation of the objective values than HEDA-MS, indicating
critical robustness for online scheduling in real settings.

VI. CONCLUSION

This study presented a novel algorithm called the
MSPHEDA for semiconductor manufacturing scheduling with
constrained waiting times. To estimate its validity, an experi-
ment was designed to compare it with alternative approaches in
numerous scenarios for the SMSP in real settings. An MINLP
model was formulated for the small-scale SMSP problems by
LINGO to obtain optimal solutions for validation. The results
showed that the proposed approach can obtain the optimal
solution for small-scale problems. Furthermore, ten common
scenarios in real settings were considered. The results showed
that the average mean and standard deviation of the proposed
algorithm were smaller than those of other heuristics such
as the PSO, ABC, GA, MSPGA, MSPHGA, and HEDA-MS.



364 IEEE TRANSACTIONS ON SEMICONDUCTOR MANUFACTURING, VOL. 28, NO. 3, AUGUST 2015

TABLE XII
MEAN OF OBJECTIVE FOR FIVE INSTANCES

AMONG ALL THE NINE ALGORITHMS

TABLE XIII
MEAN OF THE TOTAL EXCEEDED LIMITED WAITING TIME FOR FIVE

INSTANCES AMONG ALL THE NINE ALGORITHMS

The proposed algorithm has the shortest total exceeded limited
waiting time.

Future research can apply the proposed algorithm to other
complicated batch production problems such as those related
to etching and furnaces for semiconductor manufacturing.
Because the waiting time of jobs between different process
stages is difficult to estimate in current Giga-fabs, most exist-
ing semiconductor manufacturing studies have focused on
individual work areas such as oxidation, deposition, diffusion,
photolithography, etching, ion implantation, and planariza-
tion, and have not covered the scheduling process loop
that has increasingly complicated constraints such as wait-
ing times, frequency-based setups, and capacity preoccupa-
tion. For instance, Mason et al. [50] developed a modified
shifting bottleneck heuristic to minimize the total weighted
tardiness for a complex job shop scheduling problem in
a fab. Furthermore, when the waiting time between two
consecutive stations can be estimated more precisely, the pro-
posed approach can be extended to address multiple-station
scheduling problems for wafer fabrication such as ONO
stacked film processes.

TABLE XIV
ACADEMIC INSTANCES I

APPENDIX

Five instances are designed for the medium size problems
in Section V-D. Tables XIV and XV illustrate two of the
instances. All the 15 machines are available at time zero. The
setup time are set as 10 minutes between different recipes and
no setup time between the same recipes.
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TABLE XV
ACADEMIC INSTANCES II
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